ENCLOSURE 

Trip Report: Travel to Tobyhanna Army Depot, PA

Prepared by: Herman L. Karhoff, MITRE

Subject:  IMACS Configuration Management Team (CMT) Meeting,
Tobyhanna Army Depot, PA; 11-15 September 2000

Meeting Objectives:  

1. Educate the Joint Service (including DLA and NIMCS) representatives (See Attachment 1, List of Attendees) on the following:

a. The depot processes, specific to each of the depot sites for each of the Services, and explain how their legacy systems support these processes with Shipment, Receipt, Supply Balance, and Maintenance Production data; 

b. DLA’s roles and responsibilities as they pertain to asset distribution, asset storage, and how the Distribution Standard System (DSS) functionality supports the depot processes and integrates with Service legacy systems.

2. Obtain a preliminary Joint Service consensus on the interface requirements (i.e., asset storage, shipment, and receipt data) between Inter-service Material Accounting System (IMACS) and DSS.

3. Resolve interface issues between the IMACS and the Army’s Standard Depot System (SDS).

4. Access the viability of using the Navy’s Web Commercial Asset Visibility (CAV) system for asset tracking as an alternate to IMACS.

Meeting Highlights: (Attachment 2, Agenda)  

1. Web CAV is a GOTS, FMSO maintained application, and operational at 216 of 260 targeted Navy, Army, and USMC sites.  Web CAV is a Web-based Windows application that tracks repairables in the repair cycle at commercial vendors’ facilities.  Capabilities include the tracking of assets from receipt thru shipment.  Web CAV’s data is used to manage repair contracts, compute repair turnaround times, and document vendor repair performance. It would have to be modified to track assets at government repair facilities.  All transactions are fully auditable, a mandate of GAO.
The AF has expressed interest, but have no deployments at this time.  Web CAV was advertised as DII COE compliant, but the briefer was unable to verify the level of compliance.  Deployment costs are $15-20K per site.  End users are required to have a user password, a Netscape browser and URL address to the Web CAV. 

The following are reasons for using Web CAV:

a. Standard user interface

b. Coordinated with DLMS, Edi and X.12 mapping completed

c. Process modified MILS formats

d. 99 percent data accuracy rate

e. DII COE compliant

f. Economical to deploy

g. Web-based/enabled solution

The following reasons discourage the use of Web CAV:

a. All inputs to the Web CAV system database are manual;

b. Only limited edit and validation capability (i.e., no NSN validation with Cataloging);

c. Can consolidate bulk shipments, but this destroys the user’s ability to track asset movement back to their initial Document/Requisition Numbers;

d. Lacks business rules (i.e., Project Codes 3AB/3BB that should have an Ownership code instead of a Purpose code);

e. Data elements in the Web CAV database are non-DoD standard (i.e., field lengths were arbitrarily determined by development, not compatible with MILS standards);

f. No interfaces with Service systems to reduce user input burden;

g. Lacks total asset visibility, no tie to JTAV, quantity and quality of input is totally dependent upon the disciple enforced and applied by the user.

2. Each of the Services described their depot process flows. The following were noted uniqueness:

a. The AF utilizes DLA’s storage and distribution services (See Attachment 3, MITRE Briefing/AF Asset Movement and Tracking Activities/Processes, dated 12 Sep 00).  Trans shipment (ZWT-non-MILS transaction) records are not used.  DSS interfaces directly with AFMC systems, (i.e., D035A/K), not by the DoD Activity Address System (DAAS) as required by MILSTRIP/MILSTRAP procedures.

b. The Navy depots do not use DLA to store their assets, nor does DSS track their assets.  DSS will have A2_/A5_/AR0 for repairable assets being shipped to another Service’s Principal site.  All outbound shipments are handled by DLA and are tracked in DSS as trans-shipments (ZWT-non-MILS transaction).  All Repair and Return assets go directly into Maintenance.  NEDAP JAX uses a paper (i.e., Form 1149) audit trial to verify asset storage/visibility.  Navy (North Island) is very similar to NEDEP JAX, their MRP II is being customized for site specific requirements with a standard interface to IMACS.

c. Army depots all follow the same procedures, using DLA’s storage and distribution services.  The Army and DLA have both implemented Amended MILS Change Letter (AMCL-8A/12) providing guidance governing asset accountability and Item Manager reporting mandates.  The AF and Navy have elected not to implement AMCL-8A/12.  Therefore, the Army is not AMCL-8A compliant when interfacing with the AF or Navy.  Trans-shipment (ZWT-non-MILS transaction) records are not used.  Army uses DSS for their audit trial to verify asset storage/visibility.  The Army is currently experiencing many problems with quality of user input.  The Army’s Standard Depot System (SDS) uses the Principal’s document number like a serial number for asset tracking.

d. DLA’s DSS was developed in accordance with MILSTRIP/MILSTRAP (DoD 4000.25M) procedures.  However, logic in DSS has been tailored to address Service peculiar legacy system interface requirements. Example, when the DLA storage is co-located with an AF depot, there is pseudo Routing Identifier Code (RIC) logic that is unique to DSS/D035K interfaces.  This is needed to address the requirement of reporting to the Agent versus the Principal (non-compliance with AMCL-8A/12).  DSS, V8.0, to be implemented Nov 00, moves the AF to a single Owner RIC within DSS.

Conclusions:  

a. Services are not embracing or enforcing standardization and compliance with DoD Regulations.  The JG-MM and JG-DM assume Services are making every effort to standardize and make things work better instead of developing workarounds. 

b. Impossible for the Item Managers (IMs) to keep track of their physical assets when there are so many unique, non-standard solutions to managing and providing asset visibility (no accountable trail).  IMs frequently send their assets to the source of repair (SOR) and fail to enter the correct data (i.e., not using Project codes 3AB/3BB) into the shipping instructions.  Then they question why they can track or locate their assets. There are also different interruptions, such as, DLA’s concept of 3AB signifies the owner wants his assets back.  The Navy uses 3AB/3BB for control purposes.  

c. All IMs do not have or want access to IMACS.  All IMs should have access to asset information in their Supply systems.  They should not have to pickup a phone and make a call to get asset visibility.

d. IMs very seldom see Pre-position Material Receipt Documents (PMRD) used on DMISA assets.  If PMRDs are to be used, need to coordinate PMRD logic with DLA or else DSS will perpetuate wrong data.

e. Service consensus is to continue the pursuit of an interface between IMACS and DSS asset storage balance, shipment, and receipt data.

3. Alternatives for the migration of IMACS from a fat client/server to a web enabled thin client/server continue to be explored.  Preliminary tests with the Citrix Metaframe software are being conducted at OO-ALC and SM-ALC.  Some of the time trials suggest improved response times over the current IMACS application.  In other cases the test resulted in longer response times.  Problems were experienced when printing large DMSIA documents.  This may be due to limited resources (i.e., insufficient RAM) on the Citrix test server.  Setup time with the Citrix Metaframe was 50 percent less than the current IMACS setup time.  However, the IMACS Client setup is much easier than Citrix.  Database access times were identical.  Citrix does reduce the time and burden of client application upgrades.  The PMO recommendation is to acquire and proceed with Citrix as a near-term solution.

Conclusions: 

Services expressed a desire for the PMO to continue testing the Citrix solution.  Degradation of IMACS customer response times cannot be tolerated at this time.  Services were hesitant to commit any additional funding for a web-enabled solution until the existing IMACS application delivers all of their required functionality.

4. A very thorough Program Management Overview was provided by TRW.  A DISA policy mandating the elimination of non-secure access (elimination of T-1 access from TRW through WPAFB to Hill AFB) to NIPERNET poses a major risk to IMACS production, development, and maintenance activity.  TRW, IMACS PMO, MSG, and DISA are currently working alternative access approaches.

IMACS system utilization continues to grow, as does the number of open deficiency reports (18 DRs in OPEN status).  The following recommendations were made to TRW:

a. Add a brief “user functionality” description to the PMR Enhancements slides to identify the benefits to the IMACS customers (i.e., reduces user burden of manual input; improves user response times; reduces the complexity of screen navigation; utilizes email to expedite DMISA coordination, etc.).

b. The amount of TRW resources expended on ECP evaluation, estimation, and ROM coordination within TRW is excessive.  There is a need for some “creative contract techniques” where ECP working capital is provided to TRW to perform ECP work to reduce TRW management oversight and overhead in this area.  

c. Services should consider a plan that budgets or allocates funding for technology refresh and other mandates (i.e., DII COE, incorporation of PKI, etc.). 

5. Earlier this year MITRE proposed a number of business rules designed to augment the processing of the Army’s SDS Production data into IMACS.  All assumptions were reviewed and verified.  In addition to MITRE’s proposal, the following assumptions and requirements are applicable to the SDS/IMACS Production ICD:

Assumptions:
a. AS OF DATE in columns is the date the Production data was created in SDS.

b. SDS control numbers are unique to a specific requirement.

Requirements:  

Suffix code, field 6 in the SDS/IMACS Production ICD, cols 35-37 is broken down into the following:

Col 35 = the Fiscal Year which the asset is being repaired (i.e., alias to the requirements specified in either Exhibit I or II on the DMISA.  In SDS this can be derived from the Control Number (i.e., S01 = FY 99, T01 = FY00, etc.)

Col 36 = the month (i.e., A = Oct, B = Nov, through L = Sep) or quarter (1 = first qtr, 2 = 2nd, 3 = 3rd, and 4 = 4th).  This is used in IMACS as a means to tie the Production data to the DMISA Exhibit I (minor) or Exhibit II (major) requirements.  This can be determined in IMACS given all of the assumptions (ref above & MITRE’s SDS Interface Proposal doc).  SDS is to leave this field (col 36) blank. 

Col 37 = the Ownership code of the Service that owns the asset (i.e., 1 = Army, 3 = non-DoD, 4 = USMC, 5 = Navy, and 6 = AF).  SDS is to provide this data.

Conclusions:  

The Army will re-validate the above logic with their SDS programmers.  TRW will assess the magnitude of change required to IMACS for implementation.

6. After hours, the IMACS PM and MITRE finalized the identification and definition on a number of metrics to be used for measuring key elements in the areas of Product Quality, Schedule and Progress, Contractor Performance, Funding and Personnel Resources, and Growth and Stability.  These metrics were briefed and will be initiated 1 Oct 00.  The Navy Service Lead suggested the PM assess how the information collected from these metrics be utilized to accommodate the briefing requirements of JG-DM and other executive levels.
7. In summary, all Action Items were reviewed, action officers and suspense dates assigned (Attachment 4).  All briefing materials from this meeting can be found at http://www.hill.af.mil/imacs/.  Kudos to Sally Rake and her support staff who went beyond the call of duty to ensure this conference was both a productive and enjoyable experience.
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